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FOREWORD

Thin report represents Part T of a geries of reports to be publinhed under

the same title with the following subtitles:

Parc T1: Advanced Tecliniques - The Linear Channal
Parc 111: Advanced Techmiques = The Nonlinear Chaunel
Part IV: Appendices
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i Part 1 ot this roport provides the backpromwnd necessary for i vomplete

. wnderstanding ot Parts 1L, 1L, and 1V lHere we supmarize the error probahility

: pertorpanes and spectral chiaraeterist fes of vay lons modulat fon/demodulation teel-
plques commonly used or proposed for ase in radlo and satel) ite commmieat fon
Links.,  Forward error correct ion with block or convolutional codes 1 alao dis-
cussed along with the tmportant coding parameter, channel cutodt rate. ur

X purpose here L4 to review those known and published results that serve as a

produde to the new rescarch results to be roported (o Parts 10 and 111,

iv
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L0 Ingroduecion

Mhe primary goal of Pact T4 to smmmarize dnoa partly tutorial manner
the vardeus modulatlon/demodulation teehalguen chat are anfrahle Yor whe o

radio and sateliite commmleation Vinks,  Throughout, the emphasis will he on

(1) Aualytdeal characterization of the modulation vaclindque and

its mpeetyal ocenpaney,
‘2) Structure and dwplementation of the optimum demadul ator,

(N Ervor probability performance of the modulation/denodulation

for the ddeal lincar additive white candslan nodse channel model,

rorward error correction with block and convolutionad codes will algo Lo dis-
cussed along with concatenatlon coding techuiques, The use of coding with the
varisus modulations discussed will be examined by the evaluation of computis

tional cutotd rate panmmeters .

In summary, Part L will provide the necessary background material for later

parts of this report that will omphasize new modwlation/demodad ation technigues

for both Llnear and nondinear aolelldte climel models,

2.0 Syston Overviow

Bofore examintng the detalls of various modulation and codine techulgues
£ 4w dmportant to discuss some bastie characteristies of digltal data trans-
misslon systoms.  This inceludes the chavacterfzat fon of the physical communbea-
vion links, munmlm\WImmmhhhImdm“mxﬂw]&ﬂrmwhnhmm:mdpm*
Forminee measutes such as bt rates, bit vrroer probabiltdes, throughputs, and

Jo l.il}'ﬁ .

2.0 Transmltter/Recedver Bydton

Fipure 1 shows the basie components ot a digital data transmission systom,
only the transmittes is shown here sinee Che recelver merely reverses the
processlop of the transmitter,  The most important part of dipgital data trans
mission svstems are the modulatfon and codfne subsvstems,  These two work
together to determine the baste pertormanee ot sateltite and terrestrial radfioe
links.  Other parts shown here can be desivned fudependent of the modulat fon and

coding.
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Figure 1. Digital Data Transmisslon System

2.1.1  Bource Coding

The original sources such as volee, TV, or cvomputer data must flrat be
converted fute digital data symbols suttable for transmission. Typieally. the
transmission symbols are binary. This source encoding process allows mauy
diverse typues ol gourdes to share a common commnication Link, Aualog sourcees
such as volee require data compression techndques which fnvolve some signal dis-
Cortions.  Sources already in digital form, such as computer autputs, wmy
requlre redundancy roeducdng alporitims.  Gonerally when these various source
ancod iy, techndques are done efticlently the resulting data bits for transmission

appear as equal probable independent blnary symbols.

21,020 Enepyption
To protect the data from anatthorized users the data can be enerypted.
Typically, this 1s a one-to-one mapping of blnary seguences to binary scquences

which roquire knowledge of a "key" to map back from the encrypted data bits to

|
|
i
|
|
)
!

"
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the origloal data blrs,  The bara Eneryption Standard (DESY 7] and the Publ) e
Key Cryptosystem (PRC) |3 are curvently two highly secure aystema that are
commonly conaldered,  The DES system requires diarribat fon of keys whersan the
PRC ayatem sequires o common publle Theary of eneryptlon fumet Tont,  Cerrent ly
the Wilgh speod operation of DES makes 1t deatrable for wost applieations while
the PRC has heen propoded as oo key dlstrdburion system for the DES system,

2ot Chimme ] Coding and Interleaving

To achlove high vellabtlity, chamel coding may be yequired.  This, of
course, depends on the bit error probability requirements,  Typleally for 04K hps
PCM dipitized volee only 10'3 bit ervor probabliftics are required whoercas
compuler messages may require 10_8 or tower bit errvor probablilicices.  TFor some
chanmels with wemory an interleaver may be required to aifd the coding techmique.
Most common codes are effective for independent chavnel disturbances and the
interleaving/deinterleaving process helps convert dependent channel disturbances

te independent ones,

2.1.4 Multiplexing

Other users may share a cowmon communication link. The multiplexing
nperation merges scveral data streaws into one data sequence for transmission.

Time division multiplexing (IDHM) is the most common form.

2.1.5 Modulation end Spectrum Spreading

The modulator converts digital data sequences into waveforms that are
sultable for tramsmission over the communication chammel.  The modulation
waveform bandwidths, bit error rates, and data rates are typical performance

measures of moedulatfon technlques,

For military applications wide bandwidth spread spectrum wavelorms are
of ten used.  Although Inefficiont in bandwidth utibization these techniques
protect the communication system from intentional tamming 141, Also, it pro-
vides protection against multipath in radio links,  For these reasons the
apread specttum wavetrorms have been proposed 1or packet radios aud commereial

moblle radios,  They are not practieal for most other commercial digital {

commmication systoms.




Modubad Tene e pecestiary Lor al b odata tranmmissbon sy stems, Coddog
Pochinbgues work Cogether sl e modh bt fon to fmprove overa bl bt coror ates,
There twe bande parts ot the seatem shown fon Fignee cowl bl he the baens ol

it o,

S oot eat fon Chiie L

Thee desbane aod aadvsds or glmost ol satelbite and terresor Gal eommanea
tlow svatems ave Dased on (e add g fve white samnston nodse (GAWGNY cluaiied et .
This model accurately characterizes the teont emd receiver nofne that alwiavs
exbrtr due to viden etectron met fons amd asosueh s tempetature depetdent
Flpnve SN shows this fdeal chamnel wodel which sames the nofae spectrum s
approaxtmitely brac over the slpnal wavetorm bambwidt b, Throughoat Pt e woe i
astme thiis Tdeal AWGN cluonnel moeded,

Iemany real commanieat ton clame s there are var bous formes of interier
vieed as shown dn Figure My Tatevavibo fntevierener, maltipathy and cocelonme ]
Iterierence are most conmon?y envonnt ered o commer e bal communivat ton vhanne L,
e alwost all eases, however, the comaumieat fon syt om deshan b bivied on the
tdeal additive whitte Gatsnian nodse channel,  This is part Iy e G the taet
that destanimy svstems adapted to caeh specit e elanme ] is oot pract beal, A
ol deripn shonbd be ovobust oy not tee sensbt ive (o specibie elaomel cond it tone,
Cading techmbgques tvpically make the overal o commmivat fon syt om mre vobueit

il able to pevtorm well inoa whde vange ol vonec-fdeat elone s,

The satellite chanuet shown o Flpare 3 has ao uplink, satel e trans
ponder, and dewnlink,  Pepleally the uplink §5 an et erenee clionne! s
shown o Figure Db owhile the downttnk has bess lterterence exeept possibly
o channe l futertevence, The satelHte transponder s basteal v an amp it e
with appropriate tTterss A satelbite systom wnual by consfste ol soveral sueh
trannpomdera. The 8BS 12/14 G satelVite systom, tor esanple, econnbsts o
0 tragnponders of 10 chamwe s as shown I Figure 4, e avobtd interferenee with
ciach ather uptink and dewntink chinel trequencien are sepavated, Uplink i
trequencies ave Larpger to al tow more navrow apltisk antenna beaws ol he prommd
Stations Ho that nterierence to other geostat fovary sateliften Wi the same

Frequencies fs mbatwtred,
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- TRANSPONDER
[ ~ A
r(t) T t
BPF 2t
a(t) = R(t) cos l.f.dot + :](tfl-w Afr) = R(')ﬂiE”O' 'H)(t}]
"Narrowband Input" Complex Notation
Flyuve 3. The ‘Pranspomder Satellite Clumne!
Uplink Frequencies (GHz)
49 MHz Command
-t and Tracking +
43 MHz
..‘ -
Ry r;v—,v‘wv? Y
SV A S0 R | B0 e Vs | 5

14,025 14,074 14,123 14,172 14,221 14,270 14,319 14,368 14,417 14, 460

Downlink Frequencies (GHz)

Telamatry Talemetsy +
and ond
Tracking Tracking
11,701 GHz 12,199 GHz
o ,:"rl .»'3 . I" ‘ ,,;I".«‘,
SUS | N5WRE 1 S50V | g

1,725 N, 224 11,82 11.872- 1,920 11,970 12,019 12,068 12,117 12,186
Figure 4. Transponder Frequeney Allocatiouns for the SBS
12714 Uitz Satellite System




Each aatel e teanaponder 1o nonl boear amplitter that can canne sipnal

dintort tous,. A transponder fapat of the torm
X(1) = A(t) con |“‘0‘ + ()l
ta amplifTed at the output ad
2(1) = V(A(L)) von Jugt + g(A)) + it
where

1(A) = AM/AM dilstuortien
plA) AM/IMM distort ton.

Flgure b shows typieal AM/AM and AM/IM chavacterist [es ot oa transponder,

(1.2.1)

(1.2.2)

As o oau

Pl lastrat fony 1 x (1) consdats of two separate Uregqueney tones,  then the vut put

A1) van vonsist ot many fntermedutat ton teras an shoetched in Figure 6,
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[V ACEY = A do constamt then there Dione datortton, Honee, tor satelbite
channela most modatat Lon wavetorms huve constant enve lopes L vonatant
eavelope slgnalas are oot uged o HOoambeple apue sipnata are uned inoeach
transpomder then the travaponder muat opovate o the feas etcbetent Mhaek-on ™

mondes where the ampl T ley Beomore Dioear and there fa Teas dbatort fon,

For teveestrlal Hinks whore move power (o oavab labloy Pinear ampbIidors ave
more commonly wsed, 10, howover, eonstant envelope slpnals are transmitted, loeas
exponstlve ponl near ampLECfers contd e uaned reawlting (o overall aavingas Thas,
thoere daoa o stromy o b efoney and cont mot fvat fon to wne conntant envelope aipnaly
{n Doth satelPhee and terrestrbal Lok,

200 Bodw bdeh ad FOE Regnd at fongs

To aveld interterenee with other wsers, Jdigital radio sipnals are regquived

to stay whthin an wssfpned bandwldth, Suppose the tranasmftted shmal is

S(1) 0 AQ) cos t b ngt) ) (Lt

l “n

where l'0 = \t'-O/'.:'ll Lo the caveler troqueney fo Bee o The sipnal power speetrum s

T "

\ IRV P
8 () s Cim TR TRRE LR (20
X e

where B 1a the expectatlon over atl possible soquencves. lere the mean powver

in the rrequency bntervil Il'I.i,,l fa piven by

1'\
f sxmm ot
'

amd the total mean power s

wt

"o SXU)\H (1.2
lt‘

Tt s convendent to detioe a notwal foed sinal power spectral deanslty,

9




1 ___]‘ Low .- ‘_. . 1T "
Bylld = 8y (T by (2.
H H

where TH fa the alpnal pulae aymbod dueatien,  The Federal Gommmleat ton
comanlas o (FCEY placon o voquivaement on radto shunals when 1t authorizes hawd-
whith tor commereiat commnbeat Lon within the Unlted States, Thewe requbrement s

are deserdbed here e torma of thila normalTzed safpnal power sapectral donddey.

1 the snthordzed DandwLdth ta B o= 20 then (n penorald

wr Wy
H H
1 ' T L] o e, { T "
ho(i)dl 2 ho(i)di = 0,99 (lL.2.8)
W 0
]

fs required,  Inoadditiony asswadng the slpnal power spectral density ds
eimentfal Iy conatant tor any 4KHe band, we have the following requilrements:
AR T I AP N B O ) |

D

For carvier Froquencies below 15 CGHe there $s a maxisum of HO.dB actenua-
tion required outslde ot the authorized bandwldthe A goneral woeaker requlvement

fs that 10 log 40(1) does 1ot have 1o be below

TV

- 116 = 10 dopyg T

for 1 ooutside the authorized bandwideh,  The primavy requivement {s the rate

of out-otf=hand drop in power given by

. {
o B “11-AD [ =1 | =10 Toy g 208 1.2,
10 inhtu hu(i\ ~ ~11-40 qu 1 10 lnhlo Wls (L.2.M
tor all ¢ > W .
]
10
i LY




2,02 15 ol

Ahove 15 CHz there Bs never more than 56 diB attennat fon regulred ontof

bl and In faet 10 '““|n ﬁ”(f) apgain does not live 1o he hitlow
=G - 10 ‘Ing]“ Iy

Here the required rate of out-of=bhand drep [ powey [4 piven by

h('(i) g =11 - 20 ;WTH 1. 10 10},10 ANLS (1.2.10)

b

10 log "

for all f = WI'.

Most modulations produce silpnals that do not meet the FCC repgulations amd
must therefore be filtered before transmissioun, typleally at radio frequencics
(RIF)Y, RI filtering 1s gencrally complivated, costly, and adds distortions and
intersymbol interference to the transmitted signal. Fven with a constant
enve lope modulation, RIF filtering will result in signals with amplitude
variations. If such a signal is followed by a nonlinear amplifier, distortiouns
such s those deseribed ecarlier can oceur and result in amplifier output sipgnals
which do not meet the PCC repulations.  This can be dvolded by using hipghly
Iinear amplifiers which agaln is more costly. Thus, meeting bandwidth require-
ments can add constderable cost to a system due to RF filtering and lincar

ampliticr desipgns,  Figure 7 shows o typleal example of the FCC mask supoer-

imposed on a plven 50(1').

2.4 Performance Measures

Assuming that a communication channel with authorized bandwidth is avall-

able, and the bandwidih requirements are met, then the key tecimieal performanes

parameters of a sateltite or terrestrial communication system are

B = data rate in bits/second

11
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Flgure 7. The UG Mask Supertmposed on 2 waven Normal | zed
Power Spectral Density

and

Ph = bit corror probability.

The relationship betwoeen R and Pb is very complex and depends on the chofee of
modulation and coding. Generally, higher data rates Imply lower bit error
probabilities,

Awong those modulation and coding technlques that wmeet technical
requirements, cost of implementation will determine the final choice. Cost is
a time-varving parameter which is a function of available technology. bigital
processing, for example, has become faster, less expensive, and more powerful
and will have an increasingly important impact on modulation and coding

implementations.

12
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band and fa raet 10O |““1U

IR WA NI S Y L

Ahove 1h Gl here i never pnr than 90 di artennat Ton pequired ont ol

4“(1) apadn does ot have 1o ho below

~l11h - 10 iuuln T

Here fhe vequired rate ol aut = of =hamd drop In power in plvoen by

10 logyy 81 < =11 = 20 Rl BRI (1.2, 10)
]

for all 1 = W

Most modulatfons produee slpnals that do not peet the FUC regubations and
bhoe fIltered betore trapsulssion, typleally at radio frequencies

must theretore
cast ly, and adds distortions ad

(RIY . RY iltering 1a generally compllcated,
totersymbol futerference to the transmitted sipoal,  fven with a constant

ing will result in sipgnals with amp 14 tude

cnve lope modulat fon, RY filter
amplifier, distortions

1gnal is followed by a nonlinear

vartatfoas. 0 such a8
ult In amplifier output sipnals

ean oecur amd res

15 thiose desceribed variier
This cau he avoided by using hipghly

such ¢

which do not meet the FeC resalations.
Vipeatr amp Litiers which agaiun 18 more costly. Thus, meetingg bandwidth require-

st to a system due to RF P cering and Haear

ments can add constderable cot
the PCC mank super-

amplLTier deslyns. PFigure 7 shows a typical example of

fmposad on A given So(f).

2.4 Performance Measures

Assamlng, that a communicat lon chamel with authorized bandwidth s avall-

able, and the bandwidth regulrements are met, then th

ters of a satellite ov ferrestrial commndcation system ave

pritrivme

P o= data rate in bits/second

11
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Flgure 7, The TCC Mask Superimposed on a Given Normid §zed
Power Spuctral Densitvy

and

Fb = bit error probability.

The relationship between R and Pb is very complex and depends on thie choice of
modulation and coding. Generally, higher data rates iunply lower bit error
probabilities,

Awong those modulation and coding techniques that meet technical
requirements, cost of implementation will determine the flnal choice. Cost 1s
a time-varying parameter which is a function of available technology. Dipital
processing, for example, has become faster, less expensive, and more powerful
and will have an increasingly important impact on modulation and coding

implementations.
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2050 Newwork Conslderat Long

Phe dlaensaton to thin polut has coneentrated an poid=to-palut satelloe
and terrestriol radto eommmbeat bon Vinka. A eommundeat Ton notwork cons bt
ol mmny soels Tk and a0 Tarpe mumber ot varlous types of aherd,  Often [N
tpraet teal to provide dedleared ke to vners aud mimy vners mnt ohabs
communleatdon Pinks,  Moat vew digleal communleat fon networkn wibl ddo thin In
aCTIMA format whth packet B datia 5],

Phe e of packetn Tut reduees new regud rementa on the cholfee ot modulat fon
and codduge, A packet. of data conndata of o burst ol asymbola ot £ lRed Finlte
Pomgtli, Durdug the recept fon of the Dadtdal part of the packet, the roveiver

must est:lmate

T o= Joelny
A m oreditlator drift

0 = phase

uf the packet's modulated signal. The chofee of modulation and demodulat don
desipn cin have an dmportant impact on the number of tuittal overhead symbols

neceossaty Tor thibs purpese of acquiring 1, Amy aad 1,

Since packety are fixed length blocks of symbols, {t is natural to
consider forward orror correction (FEC) block coding teclrdgues rather than the
more commonly used convolutional codes with Viterhi decodlng which are used tor
cont innous data sequences.  Also with packets the use of error deteerlon (ED)
and automitt le retransmission request (ARQY 1s natural to consider. Some combin-
atton of PFRC and ED/ARY should be used In most packetized data systoms,

ln a large digital network where channel Pinks ave shared by many users,
the choiee of modulation and coding techndgues must include consideration of how

data Ls to be packaged as a string of modul ated/coded symbols,
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TR e TR

1,00 Modudat ben

To sivald Sarort Lons and himdw i h pxpans lon cansed hy amp 1§ 1 ude vardar fons
i byl (hrongh uond Enear ampl 1 Ters, copntant enve bape alga e ave commpmly
wrsal Tor et Ly Pinkn,  For ferrent rlal rindlo Links wheve Vlnear ampl 1 ers
are vanler o develop, a1 F-apd Ede oduan Ten Pocimbgpren pre albo wesle 10
Ceheplone cablen the wost eomien diplial modin bt Lon tarmat {r thwe Th-ary

gquadrature sl 1 de w1t foan (QAM) technlyue,

MUl revetver, orst Lt o wi the fransmd e wipnal phase wlde 1o
frp dementa Ton contsi Colperent medulat boni reder to thooe tecinbguen whire the
rovelver cont lnnotes by et bt fhe phade of the pove teed mipnad uning n phiteie
Povked Lonp (PLE) o i vontan doop 0] With a nlipht loss [ poerioermanes ane
Can use dI i erent bal Ty eolierent modulat fon tochinlgques whore during auy plven
symbo e ol TH wovomls the Lransmd tted phase wies the previowsly transmitted
phase as i reference Hener, the roceiver ases the proevious TH secomt sipnal
plitie at o reterenes i demodul at fon and doen et requlre ay foop for phase
ent fmat fon, This 1 vanter o bap lement fn a recefvers Noueoliorent Heliemes
avnume no phate relerency and result o the simplest and most robust desipn
bul at o cost i perbormancd, Modulattous used in al )t frary applications ave
typleally poncoherent or dir terentially coherent atnee o robust desipy Iy wmare
desfrable oven at i cont of up to 3 db {n performance.

1 thils seetlon we summarize the various modulation tochniques comnonly

used s well as some new pandwidth efvletent modulation techinigues that will

Pikely be used in future digltal communication gystoens.

3.1 Goherent Modulatton

tor commercial appl ications coherent modulation tochnlques are most
commonly used particularly QPsK modutation for sntellite and terrestrial vadio
channels and 16-ary QAM for tetephone chaunels, QA is also used in some

terrestrial radio applications,

3.1.1 M-ary Phase shlft Keying (MPSK)

M~ary phase shilft keyiug (MPSK) cousists of taklng K data bits and
converting these biks to one of M = 2K phase angles 0, 2n/M, 2(2n/M)y ooy
(M~1) (2u /M),

14




Mhis converston from bita to phase angles 1s done walpg Cray coder |71 in

aceardance with the followling:

Data Wity Phase Anglon

M o= 2 ] 0
| 1
M = 43 00 0
]

01 E‘ﬂ
11 M
3

10 ikl
M= 8 000 0
001 1

A n
011 1

Rl
3

010 LM

110 m \

5

111 A i
3

101 5o

100 I .

The basice fdea is to have only one binary nuuber change in the assignment of

adjacent phase angles. This is shown dn Figure 8, o

The phase 8 48 then modulated on a carrler resulting dn the MPSK signal
ol duration Ts seconds,
®(t) =~f§§ vod [mot + 0}y 0 <t ‘rTs (1.3.1)

i
i

-

-

4

]

= 15
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OF POOR QUALITY

| 0
- *—
a) BPSK, K=l
bo
1 Q0
— -
® 'lo
b) QPSK, K=2
+Oll
010
: o
110 000
100
M
TlO!
c) 8-PSK, K=3

Figure 8,

16

Data Bit Assignment




T RO W Ty ey v

AT T o ST mnr

. th
Thin la repeatod every WR aevoiida o that daring the o interval

1
(-1 TH N n'l'u the n‘“ At of K bilta determine the n b modulat fon phane,

For this madatat fon Che data rate Ia

R = - bits/seeond
H
Tog M (1.3.2)
s v = hita aecond,
8

For a fixed syombol time T“ amd transultter power P owe have the same gipnal

Batdwldth tor atl values of Mo Larper values of Mowmeans hilgher data vates bat

at ocont of higher bt crror probabilisfes,  The enerpy por svmbol s
o om 4%
b 1 (uLY
witf e the vnerpy per it tor M R Y
¥ R AR

The BEC vrror probaiility fooa white Ganssban nedse clhuonne Towith silnples stded

nedue spectral densite Noofn s tollowst

1t
e
M ! I* | fth
. P N .
b \ Mo
0 TR
M I 1 /.:h
Mo~ N T
b \ N
- e “— 1)
At t'
" | B ‘ ‘
Here wie det fne O J;__.\ JU whiieh 65 tabulated o com
L
‘ .

be computed wbag simp e aluat L lans,
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¥

‘ K
ad Lo larpger values of Moo= 00 we ave the tight upper hoeis

1K)
"y <% /’fu—h MTRTE (1.3.0)
N 0

3.1.2 umutjmlt_tg!?_t-_ Anplitude Modulat bon (QAM)
16 QAM i common in digita) telephone cable (ransmdssdon and appears in

gome torvestrial digital radios, Reeall that MPSK has the torm

Xt} m J.E_!\r cos Iu\ot‘ 1+ 0]
(1.%.7)

- J'.',ﬁ vos oeon n\nt - \E"S win U0 sin mnl

This can be viewed as binary amplitude wodulat ton ot the quadratare carrler

nnl amd swin -.nnl L Tee QAN T a4 Leved amp i twde modu bt fon ot

fhese quindrature component s whete the sipgnal has the torm

component soeon

%) At e nt t b)) sin Ul (1L RY

Here () and b)) cavh take on ot ol four levels . boo.,

act), by o ie3A, =&y N g

dur gy vach 1 osecond terval.  Here twe data bits determioe the amplitude a()

Al ot her twe data bits determine the amp! frwde bu) during each nviibo Lt fme

'!‘q. Henea, hie it rate s

{
Ko~ ' Bt/ necond (Lo
Uy
Fipure B shows the 1o possible pafrs ol gquadrature aap! Htades in thoe

Quanlrature spave. tat the HEPSK this vesules bnoa sipnal whete there ars three

dstinet envelope lovets s measured by the ad i from the center fn Flgnee 9,
et inkuy I-‘h an e averape cuerpy per data bty we have the avabol erior
probabtlicy
4 2
vooe - L
1.~i R 9 ill (l ‘
18
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Figure W,

wherye

sipnal

) -A

) -3A-

) @

@ Q)

The corvespend g, bie crvor prababib oy " {n piven by

The vartahle eavelope ol

regquired o ave Ll distert fone,

Polnt Constellat fon tor 16-40AM
;'ftl".h
ggm -'-W CERTIERN I (e en
AN
!
{ 1 1 q 14
4 'th t aoMy T 4 q?‘ R I T AR

Lo o tset dideature Moduldat ton

thiie modutat ton means lnear aap it fers ave

A etans ot modulatfon techuigues that are less sensitive to chanuel din

tort fore ave the ot tset gquadeature wodulat fone,

Fhose meduadag fons are pant fe-

alarty well sulted tor elammels with noent {near it tes and ave now belug proposed

tor duture satelHte syatems,
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AR SR ~rren - -

Revat D that econvent Lonad MPSE amd QAN oo be viowed s amp U Gwde

mondu bt Lo on quadrature component s con ot amd sl vt Both gquadrature

(
amp Hcudes modubate durioy the same TH poecad futervals, By o Coot guadrature

modulat fon, the von muL amp LEtaddes modulate durtop thee tloe Intervala

(n-1) 15.1 t < n.lﬂ
NS cowy =0y 0, T,

while the sin w toamp! fMades modulate durlng the offset e Intervals

Y
I "0t - j T
=g !q « t < In+ lq

N A ey 1, O 1ooos

T e

This T /2 gecond ottset or velative delay between the two gquadrature modulat fons

results I a sipgnal that expertencss less bhandwidth expansion or distortton atter

passing threugh vonl fneavities |87,

The most common torm ot thiis sodulatfon s Oftset QPsk (OOPHK) where the
amplitades fn both quadratares are bioavy valued (PAY mach Pk QPSK. 1o tact,
the bandwidths ad bit cvvor probab Uit Tes tor QPSKE nd OQPSK are the same {ov
the tdeal additive whilte Gaussian volse channet. The primory it terenee s the

tmpact of nonl nearvitivs on these two medutat fong |8,

The bandwidth chavocteristies of the ol tset and normal gquadrature
modubat fonus coan be modifled by using d{frerent pulse shapes tor the quadrature
modubat bons, QPSK and OQPSK, for oxanple, corvespomd to using rectangulay
shaped putses on each quadrature component . Pliterent pulae shapes, however,
van teisl tooa sbgnal with varving envelope whereas the vectanpuoae pulses
result in constant envelope shpmls, Generally the more covelope varfat fous a

afpnal has the more nonl fucar channetd dbstort fons 10 encountors,
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Fipure b0 EHInntvates Falsed conine pulae shapiopg with By modubaat fon

o vaeh ol taet gadvatare palae, Hore (he pubae durat boa da ST mevoiln s sone
2]

prlse overbap oceurs pesn bt tup A U intervsymhal Pt erterenee ! Thibs novalted
S red Quadvature over Tapped Rafsed Condne CHOOREY modudat fon, Without Chee ol
act or stappered gquadeaturen thin e osbuply valled cadrature over bappesd Raded
Con (e (OREY 18,90, Flpore 11 nhowns the powet rpevtral dens it OTERT BT A
UURL,  The power apoct ral denn il ben are primarily determined by the pulse shap g
tutiet fon ad not the attaet or slappeted property. Henee, QPRK and OgsR have t he
Hame powey ppectral denstty s do QURE amd SQUREL Flhpe PPl luntvates the b
pact ot o hand Pl ter on o Viltered QURE sipgnal (o], This shiows that even though
QURC stpnads have vap dly dropping out of hand power spectrum hedt e any nou-
Linearity, atter passing throush the nonlinearity this destrable spectral charaes
toristic is dentroved, the other hand, by uning ottget or atappered gustdrature
modulat ton this desirable spect ral characterist fe s matutalned [0} This s

shown in Flpure 13 ror SQURC.

Pespite the Tact that the ratsed cosine pulses cause cnve bope variat fons
when the quaddvotuare pulses are obtset relat ive 1o vach other by L0 seconds,
the resulting sipnal s loss sensit fve to clamel pont fnenr it fes, For many riud Lo

chamels, this i a desirable characterist fos

4,14 hushinary Modulation

MESE atl QAM signals doonot poeneral by meet roquited bindwidth vonstraints
aueh A the FUC mask amd this they are wsaally Piltered,  The tilttering vases
svinbol puises to loterters with eaeh ot lery coasing "intersvinbol fat erterenee, !
This causes some distonrt fons ol the shpnal and corresposling depradat fon in pere
Lovmmee. Clanneds ke Celophone cables alse act Pike Litters aud ciuse veis 4
widevable sipnat dintovrtions.

To mindmize the fwpact ol chatnet distort tons, the Juobinary medulat fon
fnt roduces control led aneant s ol fntersvmbol fnterterencs whivh temd to shape the
fransmbt ted sipnal booaoway that mindmibczes distort fous, This modutat fon techuique

In sketehed fn Figove Uh.,  Heve the data Pits e denet ed

To avebd error propigit ton which Is a charact erist e ot this modu bt fon, dit e

et fal eneoding of the data fs regquired, This is deseribed by the equat bon

21
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Figure 1l. Power Spectral Densities of QPSK and QORC
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Figure 12, A Comparison of the Power Spectral Density of
Several Quadrature Modulation Techniquues
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Figure 13. A Comparison of the Power Spectral Density of 4
Several Staggered Quadrature Modulation Techniques
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o z, AMPLITUDE x(1)
r—— >< MODULATE |t
P(t)
zn-l D (o)
DIFFERENTIAL CONTROLLED INTERSYMBOL
ENCODING INTERFERENCE

Figure 14, Duobinary Modulation

aym N A E {-1.1}. (1.3.13)

Next the controlled intersymbol fnterference is (ntroduced by

poenorating the amplitudes

®n T ORIV {-2'0'2} (1.3.14)

which modulates a cavrier pulse p(t) {71,

Since there {s only one data bit entering the ditferentlal encoder cach

time an amplitude modulated svmbol iz generated, the data rate s

R = S bits/second (1.3.15)
8

The hit error probability (assumlng no turther channel distortions) 1s

o . 15
_ 3 n b 1 A b :
llh = 2\) (A\/Nn ),,, 2() ( i NU ) (1.3.16)

whure Hh fs the averape signe] enerpy per pualse,

piven by

26




Recent Ly there han been o consbderahle amouni o Interear Inoa elass of

Damdw LD e 1 Le font modulat Ton feclmbquen that madntain phitde vant il ty Tram

symho b to mymbol [ LE=Ta]. Thila elaas whleh we refor ta as ont fnnons Phase Mod-
ulat fon (CIMY dne baded as apee bl eanes MIntmum Shire Reying (MSKR), Fast 19

T

queney Bhilig Koy b, (FISK) , Smoothed Frogqueaey Shitt Keying (BFSK), Tamed Mre-

queney Shitt Reying CPEMY . and many others,

Fipgure L9 fllustrates this elass al modulat fons.  CPM 1e casent fally a
phiase or frequency modulatfon techulgue where the dota is represented as o
binary or higher level square wiave which Is then passed through a filter with

tmpulse response L(t).  The Filtered signal s the fnput to an M modulator

resulting in a coustaut cnvelope sipnal of the form

k(1) = 28 """"E"o‘"’ + O(L')] . (1.3.17)

- — para o FILTER o) | FM (1) V25 cos [-""‘0' ! ""’]
hit) " MODULATOR [ ™

Figure 15, A Block biagram Illustration of the Class of Continuous
Phase Modulations

a7

(21




3

whare
Sy - W T
() n;’ n [1(1 u!H) (1,3,14)
with
|ll.i
p(e) "*f T e wdda S () (1,4, 149)

t}

represont big the convolut lon of the filter fmpadse respomse with aoanil

RUre, {u“} the data seguence, and Lothe wodulat ten Indexs Generably the

githn of p(e), which fs proportional to the modulat fon fndes, determbues the
main Jobe of the resulting sipnal power spectral density while the "smootlness"

of () determines how rapldly $0 drops ontside the signal band,

To fllustrate CPM with an example, consider unf iltersd binary data, in

which case, p(e) 1s the rectangnlar palse

1“ NN
3=l s ' R
p(t) 0, clsewhero (1.3.20)

and '1‘s = Tb' The set of all possible phase sequences 0(t) corresponding to
all possible data scquences is illustrated in Figure 16, MSK is the speclal

case of this cxample corresponding to the modulation index h = .5, MSK is known
to have the same® bit error probablility, Pb’ as BPSK, QPsK, or OQPSK [see
(1.3.5)). For various other choices of modulation indices and M-ary data symbols,
we have the signal power spectral densities shown in Figure 17. Larvger values

of M tend to smooth out the signal spectral variations,

An obvious choice for the pulse p(t) is the ralsed cosine poyvae which is
sketehed in Flpure 18a for 6 different pulse durationu. These pulses result in
a swwother [ hase Deietion 0(E) as illustrated in Figure 18h for the bilnary data
sequence (M = 2) aad the rafsed cosine pulse that spans two sywbol timeds, ZTq.

Ly

The raised cosine pulses result inoa more rapid rolloff of ont-of=band signal

RERTETERERERS
More precisely, the fnput data a must First be preceded by a differeatial
decoding operat fon in order to produce the performance glven in (1.3.41).
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Phase trajectories for a binary full response CPM system.
Four bit time intervals are shown., (Reprinted from [12])
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power spectral deastiy,  Flgures 19 and 20 present some examples of chis,  In
Figure 19 we see that for fized modulatfon fadex b~ .5, Jonger memory pulsen
result o smoothey and more vapidly dropplog signal power spectral density oat
of the algnal band,  Flgure 20 shows the effocty of different modulation indices
for a raised cosine pulse that spaas ATH. Here we see the inerease in width of
the main lobe with an dnerease in the modulation index. Figure 21 has the same

type of rosults for M = 4 and a 3’1‘Ei raised cosine pulse duration.

»
These new bhandwidtl efficlent modulation techniques called CPM have the
advantages:
(a) They are constant envelope signals and can be used with Inexpensive
nonlinear amplificrs,
. (b)  Their power spectral densities can be shaped to meet bandwidth con-
- straints such as the FOC regulations without farther RF filrering
which is generally oxpensive.
Y () Topgetber with coding, CPM can achicve [17,18] oxcellent performanes
> ]
» medasured in B bits/second and it ervor probability b . ;
'-. l'l 3
;" -
» The key drawbacks of CPM oare:
-
» N : . . :
e () Phase catimation at the veceiver can be ditticute.
- 1

() The demodulator must use complex dipital signal processing in the

form of a4 Viterhi algorithm,

omira ik Jdackson [ L) bave shown that phase estimat fon can be done ctlicient ly i
using o generalived Vitorhi algorithm that simultancousiy est imates carrvicr phase

dand the data. This is a0 generalizat ton o the use o) the Viterhi alporithm tor

L]
plase estimat fon [20-271, As for the complexity ot the dipgital sipgnal proces:sing,
it in obvious that these costs are vapidly deelining,.  The whole commmicat fon
fndustry has telt Che tremendous fopact that bess exponsive digital signal pro-
cess g capabit it bes have had on sedoe fng, svstem complexity,
N {
LU0 Orthogonal Sipgnals i
%
A less commm torm ot modalat fon is to use orthogonal signals,. The usual way i

to constonet orthoponal signats is to ase ditterent frequeney tones, For o example,

. 4B : .
suppose that tor ecach K data bits we send one of M= 27 tones of durat ion

13
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Flgure 19, Normaltzed power spectra for binary CPM schemes
with varfous bascband pulses; h=0,5.
(Reprinted from [14])
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Figure 20,
h=0.5, 0.8 and 1.2. (Reprinted from (131)
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'l,'H govondi,  The transmitted nipgnal 1s then

x(t) = V28 oot (b4 21)

whore

. 4 s 42 ! - (M " 99
W o {u\n » Wy 1 g N 4+ 2 pooaree ey + (M-1) " (1.3.20)
8 H H

n \
lere Aw = o {x Lhe smallest frequency separation rhat guarantees the tones

“
are all orthogonal to each ot hier where

!ll

)
f cos w b cos w.t dt =0 ') + k (1.3.29)

k £
0
where
1 . g

W= Wy + k ‘..‘ k= 0,1.2,00., M-1. ().3.24)

Lo orroy probability is tightly upper bounded by

KE,
poo< XU (1.3.25)
b N0

Jhe b

*
Note that as long as

(1.3.20)

f e rm T ow b T e Rk

* .
This can by seen from thiv bound

2
L.

W(x) = i ¢
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this bound converpes to zoro as B oInereases,  Honee, one would oxpect this to he
aopood modalation techindque,  ntortwnately, the stenal bandwidih alao Inereased

with Ko Notoe et

s Ala'l

J)

Al

- (1.3.27
2 *7
[l
Lo approximately the bandwldih oceupiod by cach tone. Sinee there are

Wi
Mo 27 tones the total bandwidth W ooccupied by this orthogemal sipnnl set ds

W o= M AT
R
oo
h
ZK—] 2“"1 L
SRATEEE e (1.3.28)
J N

This total bandwidth prows rapidly wich K.

one might wonder 1f there are other orthogonal signals whose total
bandwidth does not grow as raptdly with K. 1u general given bandwidth ¥ and
time Ts the number of orthogonal signals of bandwidth W and duration Ts

seconds 1is

M= 2WT8. (1.3.29)

This is also satisfied by our set of orthogonal frequency tones. Hence,

we cannot do any better in terms of bandwidth,

3.1.7 Summary of toherent Modulation Teclmiques

To compare vartous modulation technigues we should comsider the performance
parameters data rate and bit error probability; the latter bedng a function of
the energy per data bit=to-nofse spectral density ratfo.  These would boe the key

performance paramcters [f there were virtually no bandwidth Timitat fons, This
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altuation qeeurs in deep apace communication and mest spread apectrum milicary
comnupnlentions,  Generally 1n commercias applications there are handwideh con-
stradnta whieh muat he connddered, When strict bandwideh 1imdcations aueh as che
FCC repulations are lmposed, the CPM technlques appear to he the moat attractive,
Currently, however, RFF f47tered MPSK, QAM, and some varlations of duohinary modu-
lattons are the most common forms of coherent modulation teclintquen,

Keeplog In mind that bandwideh Limitations and data rate are Important con-
slderatlons, we next show the bit error probabilities for vardous coherent modu-
lattons,  igure 22 shows the blt error probability as a functlon of Hh/NU 1n dB
for orthogoual signaling where M = 2K-1s the number of orthogonal tones. In
Figure 23, we have the sywbol error probabilitcles for coherent MPSK indicated y
the solld lines.  The dotted lines are for Meary differentially coherent MPSK
(OMPSK) wirdel we sball constder In the next seetfon. The duobhinary modulation
has a bit errvor probability that s nearly the same as the symhol error proba-
bility for MPSK with M = 4,

To examine the bandwideh efficlent CPM techniques, one must take into
consbderat ton the bamdwidth of the slgnals.  Tf we define the 997 bandwidth W
as in (1.2.8) with the equality sign, then we can compare all the CPM techniques
with cach other,  In general, we shall use the particular CPM, pamely MSK, as
it bascltne for comparison,  As already ﬁaninncd proviously, MSK is known to
have esseutially the same bit error probability as BPSK, which 15 shown in

Figure 23 as the M = 2 line.  Coherent BPSK 15 the most commonly used bascline.

Since 1t is analytically diffleult to exactly calculate the error probability

performinec for coherent receivers of CPM, it Is common Lo make the performincoe

compar fson on Lthe basis of minimum squared Buelidean distance over say N, dymbol

I}
Intervals normal izod by the symbol coerg (21, In mathematical terms, we
A ) s

vvaliate Lthe minimum of

- ’ .H ) 2
J%"” [x(t;u(l)) - x(t;n(i))] dt (1.3.30)
H oy

with respect to the two arbitrary but diflferont sequences q(l) awd u(z)

AN 5 A gy . . . -
whore x(t;n ) HOT x(l;n ) respectively represent s(t) of (1.3.17) for
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thear two sequences.  Typleally chen one plots the ratio (in di) of
2 al = 2 DTN o - M 1) . r - . . H 3 B
nmin/ZLh (Dminllhﬁ)logzu far a given CPM rechndgue to thar of MS8K versus

the normalized bandwldeh 2WTh.

In Figure 24 we consider the case where p(t) tn defined in (5,19,20)
with various values of the modulatLion Index L and M = 2y A4y and B, Thin pare

Licular form of €M in called Zontinvous Phase Frogueney Shife Reying (CPFSK),
with MSK agatn corveaponding to the speclal case of M= 2, I = .5, Jor the
Rudned Costne (Re) pulse thak opinsg Losynbol thines (see Mgure 18a), ¥ignye 25
shows these modulations for vavious modul. .t hon Lad Lees hy M= 2, 4, 8, and pulsa
memory longths Lo = 3, 4, 5 symbols.  Also shown in this figure are curves for
the less realistice shaning pulse

ain 2t 2mt
9 ! LT, 111
Y Hoore e - L meue AP S, < AN 1, Y . ' ]
pl) T h (%WE) o 5 (1.3.3D)
) )\
4

which has infipite duration, These curves are labeled LSRC (L=1,2,3,4,5,06).
Both Figures 24 and 25 show that constderable improvement over MSK is pugsible
at the cost of more recedver digital processing., 1t should be noted that we
assume no RF S{ltering on these signals while conventional MPSK would require

r some RF filtering to satisfy a bandwidth requirement and thus suffer some addi-
tional signal distortion. Also, note that the FCC mask places additional 1imica-

tions on the signal power density spectrum than the 997 bandwidth limitation
assumed In these resulls,
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b0 prerent tandiy Coherent, Modulat fon

tun ditterentially coberent medutat fon the transmitted sipnal caveier phase
during any sywbol Uime, TN. wsen the proviouns!y bransmitted T% socomd sipnal
carrier phase as a refevence, This Is penerally done with MESK medulat fon, The
primaey reason for consbdering this wodulatfon s 1o allow the receiver to demodu-
Tate o symbol without the ueed Tor a cont fnous phase est Imator sueh an o phase-

locked-Toop (PLLEY or a Costas toop, |[78].

The transmitted sipnal tor ditferentially coierent MESK (DMPSKR) is of the

form In (1.3.17) where now

0(L) = ul(t;) + OR(I') (1.3.3)
with
!
|
20 . 2m A,
Ul(t.) {0, M° 2( M)‘ ceey (M=) M}‘
(n—l)'l‘H S nTH: w1, 2, L, (Vv
and
llR(t) = n](t - ‘I‘H) (Lo, W)
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Figure 25. Bandwidth/Power Comparison Between Various Partial
Response CPM Systems (Reprinted from [14])
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Flgure 26 (1 lustrates o MMPSK modulation for the simple ease of M = 2 which
[n commonly rederved to o an PSK or even sinpler DPSK. In thin tigure, ukl{-l.l1

is the biniry data sequence, while

b s o= 1
X N W -1t n (1,3.1%)
n n-tn -X poou o= =]
n-} n

P the difterent fally encoded binary sequenee that iy wedulated by o convent fonal

BRPSE wodntator. The receiver tor this s shown in Fipgure 27 while the peneral

MODULATOR |

I r—

ok -@L"k BPSK LI
&

-1
D

Figure 26, A DEPSK Modulator

DMPSKE recciver is {1 lustrated in Figure 280 These receiver structures replace a

more complex phise tracking loop with some simple digital processing (ditferential

decaders). This generably results inoa more vobust systom sinee phase acqulsition

ad loss ot lock problems associated with closed lToop systems are eliminated.
Clearly, the above advantages of DMPSK over coherent MPSK must come at the

axpense of some loss fn error probabllity performance,  For DMPSK trausmitted

over the fdeal additive white Gaussian nolse channel, the symbol error probability

is glven by [29])

. [
sin ﬁ “lzuxp {~ ﬁﬂ (v - cos % cos 91}
L] TR e s e —r  — A AR AT, W W - wT———— e
lH W - d¢ (1.3.20)
0 L - cos 77ocon ¢

M

with EH/NO related to Hb/Nu by (1.3.4), An excellent, easy to evaluate asymptotic

formela for the above symbol crror rate has recently been devived as [29]
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1 + con E HH .
V] - RN L p EA - - ey | ..' .3
lH y W 3y f2 NU (l COR M) (1.3.37)
- M

Pigure 23 fLllustrates the exact computation of Pa as 1 (1.3,30) (dnahed 1ines)
and compares 1t with the Ldeal coherent MPSK modulation which requires a phase

tracking loop in the rveceiver,

3.3 Noneoherent Modulation

A even sfmpler and more robust elags of modulation techniques arve those
that use no phase estimation ar all in the demodulation process.  Geoerally, these
modulat fons use orthogonal signals, The most common example are the M-ary
Froquency Shirt Reying (MESK) signals of the form gliven din (T,3,.21) wheve now®

mr{mn - (M - l).’\hl. " - (N - '1){\1:\... s (I‘U - !\m,.... mn + (M - I)l\ul} (l.’i-“s)

0

Heve 2Aw = 20/ is the sanllest frequency soparatfon that guarantees the dilftferent
]

‘aln
s
vnslmkl + “k‘ cos ]mk‘{ 1 H“]dt w () Uk (1.73.49)
1
tor all o, o and
ko
|l‘k = Tr‘k - | - I‘ll.\(&\ + ("{] ' k = ]1;‘y--'\ M (I""f'“)

. ceee e
Note that the treguencs spacing (o (1, 3,38) s twice that pdven i (03,20 tor
volherent MESK,  This bs required o order to sat sty the orthoponal ity condit fon

ot (103 39) as opposod to the Tess stringent orthogonal ity conditiom ot (1,40,

4y




Thus, by comparison with (1.3.28) the total handwidth s now

2h0
2n

- 2 (1.3.41)

or

M = WTS (1.3.42)

is roughly the number of possible noncoberently orthogonal signals of bhandwidth
W llz and duration Tq secondd,
‘ The opt imum recelver for noncoherent bhinary FSK (BIFSK) 15 shown in Flgure 4

99, This receiver consists of two energy dotectors centered at the two fre-

quencies w, and w,. The deciston rule is to choose the signal with the larger

1
cncrpy detector vutput . This receiver assumes e knowledpe of the siygnal carrvier
phase and in fact its performance does not depend on the actual phase, With M

Crequencies we would reguire M ocnergy detectors, i

I Figure 29 we show the energy detect fon provess as First obtalning the

I quadrature components of eaca posstble carrier trequency and then sumnfng the
sguare ol these components to pet the energy detected at each carrfer froquoency.

b This enn be aceonpt ished more sinply with matehed rilters followed by envelope

% detectors whose outpats are sampled, This is, in Yact, the form used {n pgenerid

eupectally when the orthogonal signals are not necessarily MESK,

As ol example ot this pelot, another common way (o penerate ort hogonal
sipnals s Lo use bluary sequences ol feagth M= PK to penerate M oorthogonnl L
Binary sequences wich are then BPSK modulated,  This vields sigoals that consist
ol sequences of MOBPSK pulzes, The binary sequences are peneratoed recursively

as ol lows:
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Sy Emmanre e e e o L et

My = HEE SR I (h, 4,410)

whore

llI . (W (D

The M - '.’,I\ arthoponal binary sequences are then the rows of ”I'(' Favh binary
(1) symbol ot the binary sequence of Teapth M 4s wised to mutt iply o palne of
durat ion 'l"{/M. Typleally, this fs a BPSK wodutat fon with pulse or "ehip" duya-
tfon 'l‘\' i '|'q/[‘1. The recelver consists of M ompatehed tiltors (mat ched to the
binary sequences with arblovary cavrier phase) followed by envelope detectors
whose outputs ave sampleds Apain, Ihis results in the deleet fon ol cnerpy in
cach of M oorthoponal sipnnl coordinates and then deciding the sipnal Cransmitted

is the one correspording 1o the Tarpgest deteetod CRerRy,

; . : N

For all orthogonal signaling schomes whore there are M - 2 sipnals for
every Kodata bits, the bit crvor probability ol the noncoherent receiver is piven
by 28]

M. M E‘-{ Hl{
I'h B TMTETY ps - J(M - 1Y - cxp [_(x + N“)] Il) & (IN. Y%
0 0
0
M-1 t
x [1 = exp(=x)]" " dx] ’
M-1 iy
+
Yo e N (Y (14%)
el SR O R VST C IRV E) Al WO l
and tightly bounded by x;
] K
p, I oK-2 exp - “ﬁ (1.3.40)
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Figure 30 ahows Chese bit errvor prohab (111 Tes as compit ed Yrom (1A
as a funeklon of Hh/N” = HHIKN“ with K the nmber of data hits ased to determine
che timher ol arthagonal slynds A a0 prrametey, Flgure 31 campares coherent

and noneoherent rocelvers for ot hopanal alpnals 1oy o he Rpecial ease ol K h,

The wneoded casen corvespod 1o udbag BESK 5 (imen with the symbol arrar prabi-
Bty hefng the probab iy that one or move of the NORESE Melilpa! are Ineorreet.
The coded enren nre where we ave Moo 39 orthoponn ! slpnala C32eary PR o

examplo) . Himibar resalts are phown in Flgure 92 (or Ko e O (M - 1024)

With larger values of M the dIfterence botween coherent and notieohie rent
orthogonnt dlpnals beoomen amall,  The noneoherent recoiver, however, ig atwpler
aluce it doos net need to inelwle carvier phase estimation,  Such noncoherent
modulat ton/demoduiat lon technlques are robust ated conmon B Apread spectrum
militnry communication systems where bandwldely affictency I8 not a cong fderatton,
for compercetal applivations, however, bandwidth of fictency ts very lwportant and

these orthogonal signalling technigues are tmpractienl,

One noncoherent modulation teclmique that has been proposed for commere fil
applications {301 15 the M = 4 level GPFSK modulat fon discussed carlier topether
with a noncoherent M discriminator recedver.  This M = 4 FSK modulation ditfers
from the MPSK modulations considered above fn that 4t has continwous phase transi-
tions From symbol to symbol and the 4 possible frequency tones are unol ort hogonal
to vach other.,  The noncoherent PM dfscriminator receiver has been proposed
Boenuse btois one of the least expensive receivers avallable.  The performance

of such a noneolivrent tecelver of CPFSK modulat jon s not precisely known,  Its

svibol crvor probability, howewver,

CPFSK symbol ervor probability (see Fipgure 24).

For binary sfgnals (Ms2), we compare the various modulatton tectndgues tn
Flgure 3. alere we consider coherent modulat ion/demodulat fon ot binary BeR, dit-
ferent tally envoded PSE, and binary FSK.  thils is compared with differential PSK
usfug the DBPSK recebver of Flgure 97 and the noneoherent BESK vecelver of Pig-
ure 29, Colerent detection of differentially encoded PSK generated as in Vig-
ure 26 asymptotically (large Ethu) results in a small loss (a factor of two in

error probability) when comparud with coherent detection of conventfonal binary
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BIL crror probability performance of ap fdaal none
(orthogonal signaling) (Reprinted from [28])
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PRK. The ddftevent tal (eneoding) and decading operat bons In these sydtens are
naed Tor resolving the 1RO phare ambiguity inherent in carvier tracking Loops
for suppresacd caryler hinary msduiat lons, o,p,, PSK, A further Lons oveurs whep
the dittevent fally coheront veeelver of Figure 27 48 used with the DBPSK modulator
of Flgure 20, Finally, the FEK curves correspoicd (o BESK where the two tones are

urthogonal,

4,0  Forward fevor Gorreetion

tn 1949, Shannon (3] tirat showed that [t Is possible to semd data over o
nolry communteat fon channel with arbitrartly smalbl vrrov probabil{ties as loug as
that data rate s less than the "ehanoed capacity.'  This can be achifeved by (irst
encading the data sequence into codewords and at the receiver decoding the recelvoed
channel output symbols back fote a data sequence. Ouly i the dast ten years has
Shatnon's promise bepu to be realized,  This was partly due to the develtopment
of the Viterhi alporithm [32] which topether with moderate size convolut foual
cades proved to be quite effeetive fu correct ng chanue) errors. Poerhaps more
fportant was the evolut fon of the solidestate electronie technolopy at this same
time that allowed toereasingly Cast and complex dipital processing that was neces-
sary to fmplement the elaborate techmiques that coding theory developed in the

vears sinee Shannon,

Taday codlng technigues are used extensively to faprove the performanee o
comm ieat fon systems. For the most pavt, coding has been used with cchoerent
BESK and QPSK modutat fons and usually as an add it ion to an existing svstem to
lower the hit ormor probability. However, when desipning g communicat fon systom,
the choiee of cod oy and modulat fon teehnlques should be made topether to achieve
overall better pertormaee 340 Surprisingly, the madulat fons vielding the
ama] Test uncoded ervor probabitities are not always the bost modulat fons when

used topether with coding.

o thin section we Lirst examine the most commonly used codes with colierent
BESK aond QESK modulat fons, Then we diseuss oo svstemat oo procedure for cva luat tay

modu bt Ton techntques that will be used together with coding.
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Al Godlng Channel Models

Revall that for BEK modulbal len the it evror probabitity [ piven by

e
*Lh

(UNCT ..
1 Nu

(1,4.1)

where Hh s fhe enerpy per data bt entering e BPSKE wodulator. This bt

error probab ity (M2 cnrve in Plpure 23) miy ot be sma ! 1oenouph Tor soae
users and soowe wlpht consdder the opt fonss

() fnerease power

(1)  [oerease symbol duration,
Both of these have the effoect of increasing “h which would lower the bit errvor

probability. Another possibility 1= Lo introduce coding Lo correct errors

caused by the nolsy channel.  Here we can deerense the bt error prnhnhilltv Ty

keoping Eh unchanped but ot o cost of more dipital process o at the transmitter

fn the torm ol an ciewsder amd at the reveiver in the torm ol a devader.
Encoding s done priov to modutat fon white decoding tollows demadulat ion

as showtt in Figuwre 34,0 From a coding point ol view, the portion ol the systom

Between the [oput Lo the modutator and the output of the demodulator is topitded

as the "coding channel,"  For BISK and QPSK modulat fous we have the coding chame

modets shown (o Figure 35, For BESK the probability voof making a channel vrror

(reforred to as the crossover probability of the binary symnetric channe]l (BSC))

fs piven by

2

= Q) L (1.4.2)
0

whete B {8 the energy per coded binary symbol,  Note that this is fdentieal to
v ) ’

the BPSKE bt error probabiilty bat

lator is a voded Bit which is an output of the channel encoder,

The channe! encader takes data bits and outputs coded chanuel svmbols,

For the BPSK channel these would be binary symbols while tor Lhe QPSKE modulat fon
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fhene are d-ary symboln or palrs ot bipary ﬂymhnlﬂ.* To achieve errar corvection
capab UL Fen, some yedondaney in Introducad by the channel eneoder, By rhe BPRK
codd Ly ehanne! we det ine the code rate as v Bles/eoded Dt while fn general v du
det Taed 0 Blts per eoded ehammel symbol, For BPSK modulat fon (he energy per

data hit ad onergy per coded D are refatod by

DI 4 (1.4.3)

4.0 Block Codes

Block Codes rofer to the encoding technlque where K data blits are collected
by the encoder and then a hlock” of N channel symbols ave sent over the voding
channel to represent the K data bits, For the binary chamel in Figure Yha, we
mlpht have an t = 1, hlock code with K = 3 and N = b {s8ce Table T-M).

-

Table 1=2.
A K=3, N=0 Block Codoe

data bits channel bits (codewoirds)
) 000000
00l Qolltl
1o 01010
031 ¢Lom
1o¢ 100011
101 101100
110 110101
111 111010

Keeping r u'; we might have a code with K = 6 and N = 12 or possibly K = 12 and
N = 24, in general for a fixed ratio r = K/N we can achicve smaller bit ervor
probabilities as we increase K and N in this proportion. This I8 true as long
as the code rate r is less than channel capacity.  For the binary channel of Fig-

ure 35a the chanmel capacity s [1)

cC=1+c¢ lngzc + (lme)logz(l—c) bits/eoded bit {(1.4.4)

------ -~ .

. e
The QUSK coding channel is equivalent to two BPSK voding channels,
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A practleally move fmportant parameter than channel eapaeclty 1s Lhe ehann

}

| ecatall rare n'(nhm referred to ag eamputat fonal qupﬁilmyvlfmultﬂlmnw=ln

i pequent Lal decoding) whitel for this channel ta glven by [1]

; o =] - hw,z[l + \/41.'('1'-1‘.)] Blen/eaded hiv {(1.4.")

.‘

}' Mhin 18 sketeelhed fn ¥igure 360 o general we e always fiad coded of rate r
amd block Tength N (K=eN) such that the probahility of a data bt erver at the

recedver ts hounded by

-N(r - :?
P, <2 v (1.4.0)

This bit error probability hound ts shown in Figure 37 as a function of 1.'0/1*

For various values of K = rN. Clearly as lony, as r< ry W can achieve as swall

a bit orror probability as desired by choosing larpe ciiough values of N

tarortwately the processing complexity ¢ at the cucoder s roughly
K N (1.4.7)

Today, dipital processing capabilitics and the speed of computat fons is

vapidly increasing so that we are ahle to develop coding systows with over

increasing block lengths No

4.%  Convolut fonal todes

" | : . :
Fhe ¢ L, K= 3, and N = 0 Dlock code shown in Table 1-2 can have an

encoder §1Tustrated in Fipure 38a.

Hore the three data hits are shittwd into

Tine and then the code awitehes close

the top shitt repister or discrete delay

te torm the N 0 bits that torm the codeword. The bottom Jdiserote delay Hine

fw shittoed out at twhiee the data vate, Mat emat feallv, the 6 codeword bits

X (5, X 08,0 %, o X, .x!\ ave bormed trom the 3data bits w s (nl.u.,.u}) bv
N ¥ ) 1 P

I i

X u G
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BOUND ON BLOCK CODED BIT ERROR PROBABILITY
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Figure 37, Bloek Code Bit Error Probability Bound
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i

wheve
10 o0 1N
o= jol at 1 (i)
0o 11 b

Coden ke this where all vodowords are mevely Piear combinag Tong o1 K yow
voetors of a4 Mpenerator mateds,' are called Vinear eodes,  Bestden Taving aovery

simple encoder steneture, these eoden live the property that the modula~2 sum of

any two codewords [a another codeword,

Suppase next, as shown in Figure 8h, we st only two data hits [nte the
top discrete delay Huoe before closing the switehes to form a vodoword of 0 bits,
It we close the switehes every time two data blts are shifted I, the left-most
two coded Bits never get shifted out ol thus we enn eliminate the last twe cedad
Bits. Next, suppose the switches are elosed overy time a data bit is shitted {n,
in this case only two coded blts are shifted out before the switchos close apgaln,

Henee, we can Porget abl but the right-most two adders,

Notive Lhat in Figure 38 all encoders have outputs that depend on at most
K = 3 bits. The encoders of Figures 38b and 38¢, however, no onger have outputs
that naturally separate into independent blocks or codevords of N = 6 bits as in
the encoder of Figure 38a.  These eneoders are called convolutfonal) encoders {11

and generate convolutional codes.

Convolutional codes cannot be simply deseribed by listing for cach K data
bits the corresponding N coded bits as in block coding. For the convolutional
code of Figure 38c, for example, it is merce convenlent to show the encoder as a
Finite state machine (FSM) deseribed by Figure 39a where the state of the encoder
is the previous two data bits that are ghifted into the encoder and {8 denoted by
8 = (a,R). The encoder state transitions ave describoed by the state ddapram of
Flgure 39h where dotted Hnes indicate a "M data ble oentering the encoder and
the solfd Pines correspond to a "0" data bit,  The branchoes are Labelled with the
two correspomling coded bits that enter the coding channel.  Another deseription
ot the foputs and outputs of the convolut fonal encoder s the tree diagram ot Fig-
ure 40, Here the branches moving up on the tree corresponds to MO" data bits anld
along the branches we show the coded oulput bita of the encoder.  Note that parts

of the tree are identical to other parts of the tree. This observation allows us
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Encoder As a Finfte State Machine
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Lo uae Che more compact form of the tres diagram referrved to as a rrellis

diagram shown o Flgnre AL, Nore fhat the trellls diagram ba alko a time Bequence

representation of the state dagram of Flgure 349b,

Heeatre of the "eanvolved" dependence of the econvolatbonak epeoder outpnin

convelutional eoden tends Lo be het ter rlum
ol datia bite

on the data bles, the performanee ol
papondiag hlock caden with the same rate »oaml awher

that, o vary
strueture for the convolut fonnl

£ o= N, Thin way soewm aarprising alnee the enender
coden of Flgare W looks sdupler than that of the blovk code,

For the BrsE-ponerated eodlug clamnel of Flgure 350, udlng convolutional

codes of rate r and data bhit memory K = vN, there exlat codes whose hit ervor

probability satisfies the bound

P S e 5 (1.4.10)
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f Figure 42 1llustyates the hic errer bound of (T.4.10) as a funetion of rﬂlr for

: various valuen K,  Comparing Flgures 37 and 42 we ehrerve verificatlon of the

I pravions statement Lhik, for the name rate v and daca bit memory K the convolu-

clonnl codes penerally have smaller bit crror prababilities than hlock vodes,

convolutional can he done uslng the Viterhl algo-
Phis algorithm searches

the optimum decoding of
rithm which alao has complexity on the ordor of (1.4.7).
all patha In the trellis dlagram of Figare 41 which requires roughly 2K computa-
; tdons per depth into the trellis.  llence, in comparing hlock codes with convalu-

tional codes for the same complexity we sliould use the same rate v and data bit

memory K.

As mentioned earlier, one of the reasons coding first became practical was

the “act that convelutional codes with viterbl decoding were quite effective for

values of K that were manageable from a complexity and speed viewpolnt. Using
arch techniques, good convolutional codes were Tound by Odenwalder

computer se
1 .
and 4 For the best convolutional

[34]) tfor values of Kup to 10 and r ﬂ—§,~j,

codes of vo= t, Fipgure 43 shows the bhit crror bounds.

Convalut fonal codes can also be decodad using o troee searclh algorithm

called sequential decoding {11, Indced, sequential decoding preceded the dis-

The computational

covery of the optimum Viterbi algorithm by about 10 years 135].

complexity ot scquentlal decoding is insensitive to the encoder data bit memory K,

bhut has a random amount of computation per data bit that can cause buffer over-

[lows at the receiver i the alporlthm is spending too mach time scarching.

Sinee large B Is possible, the deceded it error probability using sequent ial

decoding s quite small.

data bulfer storage will overflow and data will be lost. With ever increasing

%

However, with not so small a probability, any receiver 1
buffers avallable, sequential decoding is '1
i

computat fonal speeds and larger

becoming more commonly used in practice.,
£ 3

;

;

. ﬂ

haoh saft Doeelsion Decoding 1

Up to Lhis point we have assumed that the coding channel as shown fo

demodnlator output.  For BPSK modulation this results ju the binary symmetric

in general for any M-ary modulation this would result du

Figure 34 is detined trom the transmitter's modulator fnput to the receliver's !
chated of Figure 35a. 1
i
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a coding channel that has M inputa and M outputs auch as the M = 4 QPSK modulation
codlng ehaonel of Flgure 35h,  These coding chamels are ecalled "ard deetsdon”

channels,

When the set of modulator fuput M-ary sequences are reagrieted to he coded
sequeneen, tmproved performanee can he achleved by unlng the radio channel output
aLatlatles bofore the demodulator declafon efrvenlt, A codlng channel that
directly uses these chamnel output vardiables priorl to any demoadulator decision
clreult is called a "soft deciston” coding channnl,  Consider BPSK modulation in
an additive white Gausslon nolge channel, As shown in Figurce 44a, this chanvel
van be modelled as one with an input of % Y1 and an output y cousisting of the
input plus a Gausslan random variable n. With a BPSK demodulator a decision is
made based on the sign of y resulving in the equivalent binary symmetric channel

shown in Figurce 44D,

Instead of "hard quantizing" the channel output y to obtain the hard deci-
sion coding channol of Figure 44b, suppose we now assume y is the coding channel
output. Under this assumption, we then have a "soft decision" channel with a

cutoff rate given by

-xE, /N
=1 - log? l+e b0 bits/coded bit. (1.4.11)

o
This soft decigion cutoff rate yields the same cutoff rate as the hard decision
channel (see (I.4.5) together with (1.4.2)) with approximately 2 dB less Eb/NO'
Thus, in terms ol overall performance for BPSK modulations, the soft declzion
channel results in approximately 2 dB better performance than the corresponding

hard decision channel.

In practice it is difficult to work with real numbers such as the channel
output y {f lots of digital processing fs required. Typically, vy is quantized to
# levels or 3 bits as shown in Figure 45, which is drawn for the specific case of
a hard decision channel crossover probability v = .06, In general, 3 bit quantiza-

tion results 1o only approximately o1 dB loss compared to no quantization at all.

Examples of the bit error probability versus Eb/NO for various rate 1/2
codes are shown fn Figure 46, These are all tor the BPSK coding channel with

elther hard or soft decisfons, The Golay and Quadratic Residue codes are block

74




() et \/E

QUANTIZER -

'I--—--\/E

(@) GENERAL BPSK CODING CHANNEL

|

]
:

1
(b) HARD DECISION 8PSK CODING CHANNEL |

Figure 44, BPSK coding channels
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Figure 46. Bit errox probability performance of various rate 1/2 codes
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eodes parameterlzed by (N,K)} where there are M = 2K codewords of hloek length N,
The remaining curves show various convolut tonal codes with Vitoerhd doecoading and
goquent Lal devodtog,  The aneaded BPSK eurve Inoalse shown,  Ju Figure A7 woe cone
pare rates yoo ; sl 1 = ﬂ for varloms eonvelut lonal codes, Note that at bit
crrer rates ol ™Y here fs 4 1o 7 dR in Hh/N” Lo be gained by applying currently
wied forward orror correct fon eodlng teclnfques to RUSK modulat fon,  Complexlty

and spesd requirements detoermine the chotee of the partlealar coding techndgue,

The performinee of commeretally avid Table sequent fal and Viterbl decodors
(s tabulated in Table -3, Listed here are the Hh/N0 values 1o di that are
required to achivve the piven bit error probabilities,  These are comparaed with

the values tor wuncoded BPSK or QPSK modul ations.

4.5 Modulation Chuice and Cutoff Rates

For the most part, coding techniques have been used with BPSK and QPSK
modulations. In particular, the coding results presented above assumed only
these two medulations, 1f, instead, we use any wodulation technique but only
consider the ead-to-end modulatfon bit error probabllitcy 1’b (as discussed in
gection 2), then we have an equivalent binary symmetric channel as in Yigure 35a
where £ = Pb. With this substitution all the hard decision coding curves can be
applied with slight modifications to reflect the new relationship between e and
Eb/N0 through ¢ = Pb. Another approach is to compare the Eb/NO differences for
a fixed ¢ = Pb for the various modulations of interest. The hard decision coding
curves of Figures 46 and 47 would then be shifted by the same amount.

A more fundamental approach to examining the impact of coding techniques for
various modulatious including all types of hard, soft, and quantized channel out-
puts is based on evaluating the cutoff rates for these various channels, Consider
any modulator input alphabet #' and coding channel output . Here ' is typically
some M-ary alphabet and & is determined by the channel outputs which are typlcally
correlater outputs followed hy some quantization. The coding channel is then
characterized by the vonditional probabilities p(y|x),ycgy,xe:ﬂﬁ These caun be
obtained for vach type of modulation and channel correlator out ut quantization.

The cutoff rate is defined as
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SEQUENTIAL
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A comparison of the bit error probability performances of rate
1/2 and 1/3, hard and soft decisfon viterbi and sequential
decoders
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T T——

e —m @]
[ - by VN, R S ' . A 2
Y, 2:1(2) ‘].uhzg[gq(x) ﬁ(y]x)] hiea/coded hiy, (T,4.12)

We have already seen that for hlock ecoden, there axlat eodes of rate
r bita por channel symbol belenging to 4 and block length N anch that the bit
ercor probabllity 1u bounded an in (LoA6). Sindlarly, as o gencrnl dantlon
of (1.4.10), there exdat convolutional codes of rate » = h/n whose hlr erroy

probabilicy has the hound

~Nr0
r S A(byn,r)2 (14.1%)
whoere
N = uk
ob
A(h’u’r) | e .%.......-._...3_'. . ..,.2,
(1-::‘b l(”u/")"ll)

K = congtraint length (1.4.14)

Hence, for any modulation there exist codes that have bit error bounds identical
to those for the BPSK modulation where the only difference is the value or Ly
Thus, using the ro versus € curve for BPSK (Figure 36) as a baseline, we can
measure the effectiveness of coding with other modulations by comparing their

cutoff rates, as computed from {(1.4.12).

For coherent MPSK with soft decisions, we have the cutoff rates illustrated
in Figure 48. As Eb/NO fncreases, it is clear that higher order alphabets yield
higher values of cutoff rate and thus higher coded data rates. For noncoherent

MFSK with hard decisions, similar results are i1llustrated fn Figure 49.

For the CPM techniques, it is dmportant to wormalize with respect to some
common bandwidth, In Figure 50 we use the 99% bandwidth criterion defined by
(1.2.8) with the equatity sign,  This shows the use of a rectangular filter

for several modulation indfces, h, alphabets, .of, and pulse memory teagth, L,
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Figure 44, Hard decision cutoff rate for noncoherent MFSK
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In aymbola., The cutoff rates here have heen normalized by the bandwidth and
as Aueh are measured in bits per second por e, 0t da dmportant to note in
this figure how close there CPM techndques are to Che theorotienlly maximum
value denotad r; even though theae signals ave restricted to have eonstant
envelope,

If we were to imposc the mera restrliotive FCC bhandwldth constraidnta din-
cussed 1n Section 2.3, then the cutelf rate parametoers for roctangular, triangu-
lar, awd rafsed cosine filters are shown in Figures 51 through 533, In these
figures the curves are labeled XZZY where

Y = L, pulse memory in symbols

r

RE, rectangular pulse

2Z = {TR, triangular pulse

LRC, railsed cosine pulse

1, h=n/2, = {0,£1}
- X = {2, hen/b,f= {0,%1,+2,43) t
- 3, hem/8,f= {0,51,£2,£3,24,25) (1.4.15) |
ol :
- :i
- 4.6 Concatenation of Codes 21

Although in theory it is puasible to achieve arbitrarily small coded error

probabilities as long as the data rate is less than the channel capacity or cut-

- off rate, in practice we are limited by the processing complexity and speed re-

quired in chamnel decoding. For this reason convolutional codes are generally
limited to constraint lengths K £ 10, To achieve even smaller error rates with
forward error correction codes, Forney [36] proposed using a concatenation of
codes. ']

IMgure 54 shows the most popular form of concatenation of codes., Basically,
this approach is to now create a new coding channel as in Figure 34, only here
the new coding channel beging at the input to a convelutional encoder and ends
at the Vitoerbi decoder output, The convolutional encoder with the Viterbi
decoder that Torms part of the new coding channel is referred to as the "inner

code." Phis [nner code does not have to be restricted to a convolutional code

A B Lm. ma s ma

with a Viterb! decoder. Likewlse, the outer code does not have to be a Reed-

Solomon code,  However, these are the most common types of inner and outer codes,
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f The Inner code reduces the error probabilitfes of the First coding channel (see :
Flgure 34) which conslars of the modulator, vadio channel, and demodulator.  Thid
then forms o vew coding channel for aunether "outer code” which can turther reduee
the error rate.  ‘Thua, we can use the most powerful avatlable coding systems and

reduce error rates by concatenarion of these codes,

k Figures 55 and 50 show how decoded bit errors out of a Viterbi decoder
tend to oceur in bursts of various lengths.  leve we assuame the BPSK or QPSK

modulation with 3 bit quantization. Generally, the decoded bicvs are errvor {ree

=

for a while and then when a decoding bit error oceurs the errors oceur in a

) burst or string of leangth Lb with 4 probability distribution that is geometric i
(371, t.c.,

pe(i, =n} = p(l - =12, (1.4.16)
wliere ;
{
\ | 1

p = (1.4.17)

Lh

and Rh is the averapge burst length in data bits,  The walting time, W,

butween bursts has the cmpirvical discribution

. 1] L] —"{'2
Prig - nd o U= VR noe KA KA (1.4.18)

whoetye

[

' 1 . (1.4.19)

WK 42

4

In (.4, 19, Wois the average waiting time and K is again the couvolut lonal
¥

codoe constraint leapth.

By choosing a4 Reed=Solomont (RB) outer code we cant take advantage of the bursty
miture of the bit errors oul ot the inner cede. RS codes vse hiigher order -ary
symbols whoere typleally = M ofor some fntepger me Luomost applications m =~ 8 (q =
2907, By taking mo= 8 bits to ftorm a siogle g-ary symbol, o burst ot errors in the 8
Bits results in only one g=ary ayvobol ervore In this way we tend to reduce the fo-

¥

pact ot bit error bursts.  In Figore %% we show the conversion trom g-ary symbols to
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bice and back again for the coding channel of the RS outer code,  In additlon, to
avold hupsts of geary symhols we may introduce interleavers and delnterleavers to

provide a memoryleas (non-huraty) g-iary coding channel for the RE vode,

As mentloned above, the most commonly employed RS code has mo= 8 (g = 290)
and o bloek Jength of N = g = 1L = 255 gmary symbola, Yo he able to corvect wp
to t = 16 g=ary symbols we choone the namber of data g-ary symbols to be
K= g~ 1= 20= 224, Thus we have (255,223) block code unlug 256-ary symbals
that can correct up to = 16 symbols.  This Is equivalent te a (2040,17084)
Prlock code that can correet up to t = 128 bits {n orror as long as these bits

are confined to at mest 16 g=ary symbols where g = 256.

. \ . \
In Figures 57 and 58, we show the performance of the concatenatlion system
with no interleaving for two convolutional codes with Viterb!l decoding. Tdeal

interleaving 1s assumed in Flgure 59, These curves show the currently most

powerful (non=sequential) coding techndque available,  Sequential decoding of

convolutional codes with large constraint lengtns can also achieve similar por-

]

formance but with the possibility of losing data due to buffer overl lows,

5.0 Discusslon

All the results presented here have assumed the ideal additive white
Ganssian potse channel of Figure 2a. 1o practice, for terrestrial radfo links

and telephone cables, the real chammel can be more acvurately modelled as the

N

fnterference channel of Figure 2b, whercas for the satellite Links, we have the
ponlinear channel model of Figure 3, Partial results for these more complex
channels have previously been obtained primarily for the simple BPSK and QPSK
modulations. These results along with those for more sophisticated modulation

and coding techiniques employed on these motre general channel models are the

- subject of the next parts of the report.

in the meantime, the results preseuted here for the fdeal additive white
Caugslan nolse channel Lo.e provided us with fnsights loto choosiug modulation
amd coding techniques for diglual terrestrial and satellite links and allow us

to draw the following vonclusions:

(1) Modutatton and codfog oupht toe be Jointly optimized rather than

geparately selected as is too often done todoy.
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(h)

(4)

(¢)

()

Conatant envelape modulatlons, particularly the acaggered types, have
lean (1hter/nondlineariry distoreions and ahould he vaed witch nond Tnear
channels aweh an sacellite ehannels,

Cont Tnnons phane aedularions (MY can aehifeve bandwideh regulrement o
(99% ar PCC) without RF Filtering,  Thene conatant envelope sipnnls
can achleve high throughputs with codlug bue vequire complex digieal

processing at the recelver,

Convelational coding with Viterd! decoding can usual. s provide adegquate

reduction Ln bit error rates with mlufmnd complexity.,  New convolutional

codus, however, must he foud For use with C'M,

very low error rates can be achieved in practice with sequential
decoding of long constraint length convolutional codes and with
concatenation of codes.  Spead, buftfor overflow, and complexity limit

these applications.

The rapid evolution in solid-state electronie technolopgy will continue
to have a biy fmpact on the design of communfcation dysterss.  This
will tikely mean that CPM and more powertul coding techniques w2
become more commonly used in communication systers to achlove bigher

data rates at lower error rates,
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